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ABSTRACT 

Approximation of finite population totals in the presence of auxiliary information is considered. 

Polynomials based on Piecewise polynomial and Newton backward difference polynomial are 

proposed. Like the local polynomial regression, Horvitz Thompson and ratio estimators, these 

approximation techniques are based on annual population totals in order to fit in the best 

approximating polynomial within a given period of time (years) in this study. The proposed 

Piecewise polynomial technique has shown to be unbiased under a first order polynomial as we 

approach the target value as opposed to the Newton backward difference polynomial. The use of real 

data indicated that the Piecewise polynomial is efficient and can approximate properly and give a 

smooth curve at the knots in the presence of outliers. 

Keywords: Piecewise polynomial, Newton backward difference polynomial, approximation, finite 

population total,auxiliary information,Local polynomial regression, Horvitz Thompson and Ratio 

estimator, outliers, knots. 

1.1 INTRODUCTION 

Sample surveys are widely used as a cost effective apparatus of data collection and for making valid 

inference about population parameters. Government bureaus and organizations use such methods to 

obtain the current information. The foremost aim of a statistician in a sample survey is to obtain 

information about the population by deriving reliable estimates of unknown population parameters.  

This study is using approximation techniques to approximate the finite population total called the 

piecewisepolynomial and Newton’s backward difference polynomial that do not require any 

selection of bandwidth as in the case of local polynomial regression estimator or have to follow a 

specific form, instead we allow the data to speak for itself.The piecewise and Newton’s 

backwarddifference polynomials are used for polynomial interpolation and extrapolation. For a given 

set of distinct points xj  and numbers yj, these polynomials of lowest degrees that assume at each point 

xj the corresponding value yj  ( i.e. the functions coincide at each point). The backward difference 

interpolation method was first introduced for the evaluation of univariate polynomials at many 

equidistant points on the real line [1]as will be seen later on how it works. [2] has developed 

specialized difference formulas for interpolation for equidistant abscissae in which piecewise 

polynomials, not involving derivatives of the given function, have continuous derivatives at the mesh 

points. 

[3] in the context of using auxiliary information from survey data to estimate the population total 

defined   U1  ,  U2, ... UN    as the set of labels for the finite population.  Letting    (yi, xi)   be the 

respective values of the study variable y and the auxiliary variable x attached to ith  unit. Of interest 

is the estimation of population total𝑌𝑡 = ∑ 𝑦𝑖 
𝑁
𝑖=1 effectively using the known population totals𝑋𝑡 =
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∑ 𝑥𝑖
𝑁
𝑖=1  at the estimation stage. If we let s1, s2 ..., sn   be the set of sampled units under a general 

sampling design p, and let  πi  = p(i ∈s)  be the first order inclusion probabilities. In 1940, Cochran 

made an important contribution to the modern sampling theory by suggesting methods of using the 

auxiliary information for the purpose of estimation in order to increase the precision of the estimates 

[4]. He developed the ratio estimator to estimate the population mean or the total of the study variable 

y. The ratio estimator of population  𝑌 is of the form 

𝑦𝑟̅ =
𝑦̅

𝑥̅
𝑋̅;     𝑥̅ ≠ 0 

The aim of this method is to use the ratio of sample means of two characters which would be almost 

stable under sampling fluctuations and, thus, would provide a better estimate of the true value. It has 

been well-known fact that   𝑦𝑟is most efficient than the sample mean estimator   𝑦,  where no auxiliary 

information is used, if ρyx, the coefficient of correlation between y and x is greater than half the ratio 

of coefficient of variation of x to that of y, that is, if 

𝜌𝑦𝑥 >
1

2
(

𝐶𝑥

𝐶𝑦
) … … … … (1.0) 

Thus, if the information on an auxiliary variable is either already available or can be obtained at no 

extra cost and it has a high positive correlation with the main character, one would certainly prefer 

ratio estimator to develop more and more superior techniques to reduce bias and also to obtain 

unbiased estimators with greater precision by modifying either the sampling schemes or the 

estimation procedures or both. [5] further extended the work of [6] on systematic sampling. [7] also 

dealt with the problem of estimation using some a priori-information. Contrary to the situation of 

ratio estimator, if variables y and x are negatively correlated then the product estimator of population 

mean  𝑌  is of the form 

𝑦𝑞̅̅ ̅ =
𝑦̅

𝑋̅
𝑥̅;      𝑋̅ ≠ 0 … … … … … . . (1.1) 

 

was proposed by [8]. It has been observed that the product estimator gives higher precision than the 

sample mean estimator 𝑦under the condition that is if 

𝜌𝑦𝑥 =< −
1

2
(

𝐶𝑥

𝐶𝑦
) … … … … … . (1.2) 

The expressions for bias and mean square errors of  𝑦𝑟and  𝑦𝑞have been derived by [9]. 

[10] made use of known value of  𝑋  for defining the difference estimator 

𝑦𝑑= 𝑦+ β(𝑋− 𝑥).......(1.3) 

where β is a constant. The best choice of β which minimizes the variance of the estimator is seen to 

be 

𝛽 =
𝑆𝑦𝑥

𝑆𝑥
2 … … … … . . (1.4) 

which is the population regression coefficient of y on x. Since, β is generally unknown in practice, 

therefore, it is estimated by sample regression coefficient 

𝑏 =
𝑠𝑦𝑥

𝑠𝑥
2 … … … … . (1.5) 

http://www.ijesm.co.in/
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Using sample regression coefficient (i.e. b), [22] defined simple linear regression estimator as 

𝑦1𝑟 = 𝑦 + 𝑏(𝑋 +𝑥)........(1.6) 

This estimator is biased, the bias being negligible for large samples. 

The most common way of defining a more efficient class of estimators than usual ratio(product) and 

sample mean estimator is to include one or more unknown parameters in the estimators whose 

optimum choice is made by minimizing the corresponding mean square error or variance. Sometimes, 

such modifications or generalizations are made by mixing two or more estimators with unknown 

weights whose optimum values are then determined which generally depend upon population 

parameters. In order to propose efficient classes of estimators, [11] suggested a one-parameter family 

of factor-type(F-T) ratio estimators defined as 

𝑦̅𝑓 = 𝑦̅ [
(𝐴 + 𝐶)𝑋̅ + 𝑓𝐵𝑥̅

(𝐴 + 𝑓𝐵)𝑋̅ + 𝐶𝑥̅
] … … … … (1.7) 

where A=(d-1)(d-2), B=(d-1)(d-4), C=(d-2)(d-3)(d-4), d>0, 𝑓 =
𝑛

𝑁
. The literature on survey 

sampling describes a great variety of techniques of using auxiliary information to obtained more 

efficient estimators. Keeping this fact in view, a large number of authors have paid their attention 

toward the formulation of modified ratio and product estimators using information on an auxiliary 

variate, for instance, see [12] and Singh et al. [13]. 

Suppose n is large and MSE(𝑅̂) = Var(𝑅̂). We assume that 𝑥and  𝑋  are quite close such that 

𝑅̂ − 𝑅 =
𝑦̅ − 𝑅𝑥̅

𝑥̅
=

𝑦̅ − 𝑅𝑥̅

𝑋̅
 

so that the bias of 𝑅 becomes quite small. 

The concept of nonparametric models within a model assisted framework was first introduced 

by [14] in estimating population parameters like population total and mean. The estimator was based 

on local polynomial smoothing. For a population of size N and where values for y are fully observed, 

they proposed the following estimator for population total of the variable y. The estimator could also 

be written as 

𝑌̂𝑔𝑒𝑛 = ∑
𝑦𝑖

𝜋𝑖
𝑖∈𝑠

+ (∑ 𝜇 ̂

𝑁

𝑗=1

(𝑥𝑗) − ∑
𝜇̂(𝑥𝑖)

𝜋𝑖
𝑖𝜖𝑠

) … … … … . . (1.8) 

The first term in (1.8) is a design estimator which the second is model component. Therefore, when 

the sample comprises of the whole population, the model component reduces to zero since πi = 1 and 

s=N. We therefore have the actual population total. [15] proposed the super population model ξ, such 

that Eξ(yi) = µ(xi) where µ(xi) is a known function of xi. They proposed model calibration estimator 

for population total Yt  to be            𝑌̃ = ∑
𝑦𝑖

𝜋𝑖
𝑖∈𝑠  

In local polynomial regression, a lower-order weighted least squares (WLS) regression is fit at each 

point of interest, x using data from some neighborhood around x. Following the notation from [16], 

let the (Xi, Yi) be ordered pairs such that 

𝑌𝑖 = 𝑚(𝑋𝑖) + 𝜎(𝑋𝑖)𝜀𝑖 … … … … . . (1.9) 

Where  𝜀 ~𝑁(0,1), 𝜎2(𝑋𝑖)   is the variance of Yi at the point Xi, and Xi  comes from some distribution, 

f . In some cases, homoscedastic variance is assumed, so we let σ2(X) = σ2. It is typically of interest 

to estimate m(x). Using Taylor’s expansion: 

http://www.ijesm.co.in/
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𝑚(𝑥) ≈ 𝑚(𝑥𝑜) + 𝑚′(𝑥𝑜)(𝑥 − 𝑥𝑜) + ⋯ +
𝑚𝑛(𝑥𝑜)

𝑛!
(𝑥 − 𝑥𝑜)𝑛 … … … … . (1.91) 

We can estimate these terms using weighted least squares by solving the following for β: 

  

  

 ∑ [𝑌𝑖
𝑛     
𝑖=1 − ∑ 𝛽𝑗(𝑋𝑖 − 𝑥0)𝑗]

𝑞
𝑗=0

2𝐾ℎ(𝑋𝑖 − 𝑥0) ........(1.92) 

  

In (1.92), h controls the size of the neighborhood around x0, and Kh(.) controls the weights, where 

𝐾ℎ(. ) ≡
𝐾(

∙

ℎ
)

ℎ
, and K is a kernel function. Denote the solution to (1.92) as 𝛽̂. Thenestimated mv(x0) = 

v! 𝛽̂𝑉. [17] proposed to use nonparametric method to obtain µ(.).  

In  nonparametric  regression,  the  user  approaches  the  problem  without  

assuming a model and attempts to fit a curve to the data points by employing a  

weighting scheme [18] and [19]. Most often,  

nonparametric  regression (for  example,  the  kernel  regression,  local  linear  

regression) is employed when a theoretical reference curve is unavailable for a  

process and the data size is large [20] and[21]. However, this estimator experiences a twin problem 

of how to determine the optimal degrees of the local polynomial. A higher degree polynomial yields 

a smoother 𝜇(.) but worsens the boundary variance [22]. Such estimators are challenging to employ 

in cases of multiple covariates and when data is sparse. Another challenge is how to incorporate 

categorical covariates. A disadvantage of the parametric regression method is that if the assumed 

model is misspecified, the fitted curve is affected by high bias [23] ,[24] and [25].  

It is therefore necessary to consider other methods to recover the fitted values such as splines. The 

term spline originally referred to a tool used by draftsmen to draw curves. According to [26], splines 

are piecewise regression functions we constrain to join at points called knots. 

The Horvitz- Thompson (HT) estimator, which is originally discussed by [27] doesn’t make use of 

the auxiliary information xi but instead uses only the study variable yi to obtain the population 

total. 

Consider the population of size N with units y1, y2, y3 , ...... yN. Suppose we want to select sample s 

of size ns. 

Let πi be the probability of including ith unit of the population in samples. This is called the inclusion 

probability or first order inclusion probability of ith unit in the sample. 

Let πij be the probability of including ith and jth units in the sample. This is called the joint inclusion 

probability or second order inclusion probability. 

When the sample is obtained from a probability sampling design, an unbiased estimator for the  

total𝑌 = ∑ 𝑦𝑖
𝑁
𝑖=1  is given by 

𝑌̂𝐻𝑇 = ∑
𝑦𝑖

𝜋𝑖

𝑁

𝑖=1

= ∑ 𝑦𝑖

𝑁

𝑖=1

𝜋𝑖
−1 … … … … … . . (1.93) 

𝑌̂𝐻𝑇is unbiased under design based approach [28] 

Variance 

𝑉(𝑌̂𝐻𝑇) = ∑ ∑(𝜋𝑖𝑗 − 𝜋𝑖𝜋𝑗)
𝑦𝑖𝑦𝑗

𝜋𝑖𝜋𝑗

𝑁

𝑗=1

𝑁

𝑖=1

 

The variance of this estimator can be minimized when πi ∝yi. That is, if the first order inclusion 

probability is proportional to yi, the resulting HT estimator under this sampling design will have zero 

http://www.ijesm.co.in/
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variance. However, in practice, we can’t construct such design because we don’t know the value of 

yi in the design stage. If there is a good auxiliary variable xi which is believed to be closely related 

with yi, then a sampling design with πi ∝xi can lead to very efficient sampling design This method of 

estimating the finite population totals doesn’t make use of the auxiliary information xi but instead 

uses only the study variable yi to obtain the population totals. 

Research literature have revealed that the ratio estimator performs better than the local linear 

polynomial estimator when the population is linear no matter which variance is used. The local linear 

polynomial regression estimator becomes a better estimator when the population used is either 

quadratic or exponential especially with an increase in the sample size which increases the likelihood 

of outliers in the sample. 

One of the most useful and well-known classes of functions mapping the set of real numbers into 

itself is algebraic polynomials, the set of functions of the form 

Pn(x) = anx
n + an−1x

n−1 + ...... + a1x + a0 

where n is a non-negative   integer and a0......an   are real constants. One reason for their importance 

is that they uniformly approximate continuous functions. By this we mean that given any function, 

defined and continuous on a closed and bounded interval, there exists a polynomial that is as “close” 

to the given function as desired [29] 

 

2. APPROXIMATION OF FINITE POPULATION TOTALS 

In this section, we are basically introducing approximators, that is the piecewise polynomial and 

Newton’s backward difference polynomial approximates of the finite population totals. 

2.1 Proposed Piecewise polynomial 

Let [a,b] be denoted as time interval that is divided into subintervals of time as [𝑥𝑖, 𝑥𝑖+1], where 

i=0,1,….,n-1;   𝑥0 = 𝑎𝑎𝑛𝑑𝑥𝑛 = 𝑏. A piecewise polynomial is a function 

𝑝(𝑥)  denoted as the total at each given time 𝑑𝑒𝑓𝑖𝑛𝑒𝑑𝑜𝑛[𝑎, 𝑏]𝑏𝑦 

𝑝(𝑥) = 𝑝𝑖(𝑥),   𝑥𝑖 ≤ 𝑥 ≤ 𝑥𝑖+1,   𝑖 = 0,1, … . , 𝑛 − 1, 𝑤ℎ𝑒𝑟𝑒,   𝑓𝑜𝑟 

𝑖 = 0,1, … . , 𝑛𝑒𝑎𝑐ℎ𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑝𝑖(𝑥)𝑖𝑠𝑎𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙𝑑𝑒𝑓𝑖𝑛𝑒𝑑𝑜𝑛[𝑥𝑖 , 𝑥𝑖+1]. 
The degree of  𝑝(𝑥) is the maximum degree of each polynomial  𝑝𝑖(𝑥), 𝑓𝑜𝑟 𝑖 = 0,1, … … 𝑛 − 1. It 
is essential to realize  that a piecewise polynomial defined  on [a,b]  is equal to some polynomial on 

each subinterval[𝑥𝑖 , 𝑥𝑖+1] of [𝑎, 𝑏], a successive sample of size n is drawn  for 𝑖 = 0,1, … . , 𝑛 − 1, but 

a different polynomial may be used for each subinterval. Typically, piecewise polynomials are used 

to fit smooth functions, and therefore are required to have a certain number of continuous derivatives. 

This requirement imposes additional constraints on the piecewise polynomial, and therefore the 

degree of the polynomials used on each subinterval must be chosen sufficiently high to ensure that 

these constraints can be satisfied. 

2.2 Proposed Newtonbackward difference polynomial 

Consider a finite population 𝑉 = {𝑉1,   𝑉2 , 𝑉3 … . . , 𝑉𝑁}  of  N units. Let (𝑦, 𝑥) be the (𝑡𝑜𝑡𝑎𝑙 , 𝑦𝑒𝑎𝑟 ) 

variables taking  non-negative real values (𝑦𝑖 , 𝑥𝑖) respectively, on the unit 𝑉𝑖(𝑖 = 1,2, … . . 𝑁). From 

the population 𝑉, a successive sample of size n is drawn.Then, the backward difference polynomial 

is defined as follows: 

Say for the data set (𝑥𝑖, 𝑦𝑖) , 𝑖 = 0,1,2, … . 𝑛 

First order backward difference ∇𝑦𝑖𝑖𝑠𝑑𝑒𝑓𝑖𝑛𝑒𝑑𝑎𝑠: 
 

∇y𝑖 = 𝑦𝑖 − 𝑦𝑖−1 … … … … (1) 

Second order backward difference  ∇2𝑦𝑖 𝑖𝑠  𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑎𝑠: 
∇2𝑦𝑖 = ∇𝑦𝑖 − ∇𝑦𝑖−1 … … … . (2) 

http://www.ijesm.co.in/
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In general, the 𝑘𝑡ℎ order backward difference is defined as : 

∇𝑘𝑦𝑖 = ∇𝑘−1𝑦𝑖 − ∇𝑘−1𝑦𝑖−1 … … . . (3) 

In this case the reference point is 𝑥𝑚  and therefore we can write the Newton backward difference 

polynomial as: 

𝑃𝑛(𝑆) = 𝑦𝑛 + 𝑠∇𝑦𝑛 +
𝑠(𝑠 + 1)

2!
∇2𝑦𝑛 + ⋯ +

𝑠(𝑠 + 1) … … . (𝑠 + 𝑛 − 1)

𝑛!
∇𝑛𝑦𝑛 … … … … . . (4) 

Where  𝑠 =
𝑥−𝑥𝑚

ℎ
       and h= step size 

2.2. Asymptotic properties of polynomial approximations 

Polynomial Approximation of Functions: 

Karl Weierstrass Theorem: 

𝑓: [𝑎, 𝑏] → 𝑅  𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 

Then there exists a sequence of polynomials 𝑃𝑛(𝑥) such that  

||𝑓 − 𝑃𝑛||∞ = 𝑚𝑎𝑥𝑥∈[𝑎,𝑏]|𝑓(𝑥) − 𝑃𝑛(𝑥)| → 0    𝑎𝑠   𝑛 → ∞ 

𝑷𝒓𝒐𝒐𝒇 𝒐𝒇 𝑻𝒉𝒆𝒐𝒓𝒆𝒎: 

𝑓: [𝑎, 𝑏] = [0,1] → 𝑅   𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠. 

𝑃𝑛(𝑥) = 𝐵𝑛(𝑓)(𝑥) = ∑ (
𝑛

𝑘
) 𝑓 (

𝑘

𝑛
)

𝑛

𝑘=0

𝑥𝑘(1 − 𝑥)𝑛−𝑘 

||𝑓 − 𝑃𝑛||∞ → 0    𝑎𝑠   𝑛 → ∞ 

We now consider 3 functions:  𝒇(𝒙) = 𝟏,    𝒇(𝒙) = 𝒙   𝒂𝒏𝒅  𝒇(𝒙) = 𝒙𝟐.  We shall now show 

for uniform convergence below: 

𝒇(𝒙) = 𝟏 

𝑷𝒏(𝒙) = 𝑩𝒏(𝒇)(𝒙) = ∑ (
𝒏

𝒌
)

𝒏

𝒌=𝟎

𝒙𝒌(𝟏 − 𝒌)𝒏−𝒌 

= (𝒙 + 𝟏 − 𝒙)𝒏 = 𝟏,   𝒏 ≥ 𝟎  hence converged 

𝑺𝒊𝒎𝒊𝒍𝒂𝒓𝒍𝒚; 

𝒇(𝒙) = 𝒙 

𝑷𝒏(𝒙) = 𝑩𝒏(𝒇)(𝒙) = ∑ (
𝒏

𝒌
)

𝒏

𝒌=𝟎

𝒙𝒌(𝟏 − 𝒙)𝒏−𝒌 

= ∑ (
𝒏 − 𝟏

𝒌 − 𝟏
) 𝒙𝒌

𝒏

𝒌=𝟏

(𝟏 − 𝒙)𝒏−𝒌 

𝑳𝒆𝒕 𝒓 = 𝒌 − 𝟏 

= 𝒙 ∑ (
𝒏 − 𝟏

𝒓
)

𝒏−𝟏

𝒓=𝟎

𝒙𝒓(𝟏 − 𝒙)𝒏−𝟏−𝒓 

http://www.ijesm.co.in/
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= 𝒙{𝒙 + 𝟏 − 𝒙}𝒏−𝟏 = 𝒙,     𝒏 ≥ 𝟏     hence converged 

𝑭𝒊𝒏𝒂𝒍𝒍𝒚; 

𝒇(𝒙) = 𝒙𝟐 

𝑷𝒏(𝒙) = 𝑩𝒏(𝒙) = ∑ (
𝒏

𝒌
)

𝒏

𝒌=𝟎

(
𝒌

𝒏
)

𝟐

𝒙𝒌(𝟏 − 𝒌)𝒏−𝒌 

= ∑ (
𝒏 − 𝟏

𝒌 − 𝟏
)

𝒌 − 𝟏 + 𝟏

𝒏

𝒏

𝒌=𝟏

𝒙𝒌(𝟏 − 𝒙)𝒏−𝒌 

= ∑ (
𝒏 − 𝟏

𝒌 − 𝟐
)

𝒙𝒌

𝒏

𝒏

𝒌=𝟐

(𝟏 − 𝒙)𝒏−𝒌 +
𝟏

𝒏
∑ (

𝒏 − 𝟏

𝒌 − 𝟏
) 𝒙𝒌

𝒏

𝒌=𝟏

(𝟏 − 𝒙)𝒏−𝒌 

𝑷𝒏(𝒙) = 𝑩𝒏(𝒇)(𝒙) =
(𝒏 − 𝟏)

𝒏
𝒙𝟐 ∑ (

𝒏 − 𝟐

𝒌 − 𝟐
) 𝒙𝒌−𝟐

𝒏

𝒌=𝟐

(𝟏 − 𝒙)𝒏−𝒌 +
𝟏

𝒏
𝒙 

𝑩𝒏(𝒇)(𝒙) =
𝒏 − 𝟏

𝒏
𝒙𝟐 +

𝟏

𝒏
𝒙 

|𝒇(𝒙) − 𝑩𝒏(𝒇)(𝒙)| =
𝟏

𝒏
|𝒙(𝟏 − 𝒙)|,    𝒇𝒐𝒓      𝒏 ≥ 𝟐 

||𝒇 − 𝑩𝒏(𝒇)||∞ = (𝟒𝒏)−𝟏 →   𝟎   𝒂𝒔   𝒏 →  ∞ 

𝑪𝒐𝒎𝒎𝒆𝒏𝒕:  𝑭𝒐𝒓 𝒐𝒏𝒆 𝒕𝒐 𝒈𝒆𝒕 𝒂 𝒈𝒐𝒐𝒅 𝒂𝒑𝒑𝒓𝒐𝒙𝒊𝒎𝒂𝒕𝒊𝒏𝒈 𝒑𝒐𝒍𝒚𝒏𝒐𝒎𝒊𝒂𝒍 𝒕𝒉𝒂𝒕 𝒎𝒊𝒏𝒊𝒎𝒊𝒛𝒆𝒔 𝒕𝒉𝒆 𝒆𝒓𝒓𝒐𝒓, 𝒐𝒏𝒆 𝒏𝒆𝒆𝒅𝒔 𝒕𝒐 

𝒄𝒉𝒐𝒐𝒔𝒆 𝒂𝒏 𝒊𝒏𝒕𝒆𝒓𝒑𝒐𝒍𝒂𝒕𝒊𝒏𝒈 𝒑𝒐𝒍𝒚𝒏𝒐𝒎𝒊𝒂𝒍 𝒕𝒉𝒂𝒕 𝒊𝒔 𝒄𝒍𝒐𝒔𝒆𝒔𝒕 𝒕𝒐 𝒕𝒉𝒆 𝒕𝒂𝒓𝒈𝒆𝒕 𝒑𝒐𝒊𝒏𝒕. 

3. MAIN RESULTS: 

3.1 Empirical analysis 

Table 1 

i YEAR (𝑿𝒊) POPULATION 

TOTAL(𝒀𝒊 = 𝑷𝒊(𝑿𝒊)) 

1 1969 10,942,705 

2 1979 15,327,061 

3 1989 21,448,774 

4 1999 28,686,607 

5 2009 38,610,097 

 

The Kenya population census data since 1969 to 2009 is shown in Table 1 above.However, we aimed 

at selecting successive sample sizes of two and also three as well from the table. These sample sizes 

will be used to approximate the population total in 2019 census using the proposed techniques. 
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3.2 Piecewise Polynomial 

3.2 .1 Linear Piecewise Polynomial 

𝑃1(𝑥) = 𝑎1 + 𝑏1𝑥            1969 ≤ 𝑥 ≤ 1979 

𝑃2(𝑥) = 𝑎2 + 𝑏2𝑥           1979 ≤ 𝑥 ≤ 1989 

𝑃3(𝑥) = 𝑎3 + 𝑏3𝑥          1989 ≤ 𝑥 ≤ 1999 

𝑃4(𝑥) = 𝑎4 + 𝑏4𝑥         1999 ≤ 𝑥 ≤ 2009 

3.2.2Polynomials from samples: 

𝑎1 + 1969𝑏1 = 10,942,705 … … … … … . (1) 

𝑎1 + 1979𝑏1 = 15,327,061 … … … … … … . . . (2) 

𝑎2 + 1979𝑏2 = 15,327,061 … … … … … … … … . (3) 

𝑎2 + 1989𝑏2 = 21,448,774 … … … … … … … … (4) 

𝑎3 + 1989𝑏3 = 21,448,774 … … … … … … … … … . (5) 

𝑎3 + 1999𝑏3 = 28,686,607 … … … … … … … … . . (6) 

𝑎4 + 1999𝑏4 = 28,686,607 … … … … … … … … . . (7) 

𝑎4 + 2009𝑏4 = 38,610,097 … … … … … … … … … … (8) 

3.2.3 𝑫𝒆𝒓𝒊𝒗𝒂𝒕𝒊𝒗𝒆𝒔 𝒂𝒕 𝒕𝒉𝒆 𝑲𝒏𝒐𝒕𝒔 𝒐𝒇 𝒕𝒉𝒆 𝒑𝒐𝒍𝒚𝒏𝒐𝒎𝒊𝒂𝒍𝒔 

𝑑

𝑑𝑥
(𝑎1 + 𝑏1𝑥) =

𝑑

𝑑𝑥
(𝑎2 + 𝑏2𝑥)      𝑎𝑡 𝑥 = 1979 

𝑏1 = 𝑏2 … … … … … … … … . (9) 

http://www.ijesm.co.in/


 ISSN: 2320-0294 Impact Factor: 6.238  

20 International Journal of Engineering, Science and Mathematics 

http://www.ijesm.co.in, Email: ijesmj@gmail.com 

 

𝑑

𝑑𝑥
(𝑎2 + 𝑏2𝑥) =

𝑑

𝑑𝑥
(𝑎3 + 𝑏3𝑥)    𝑎𝑡    𝑥 = 1989 

𝑏2 = 𝑏3 … … … … … … … … … . . (10) 

𝑑

𝑑𝑥
(𝑎3 + 𝑏3𝑥) =

𝑑

𝑑𝑥
(𝑎4 + 𝑏4𝑥)       𝑎𝑡 𝑥 = 19 

𝑏3 = 𝑏4 … … … … … … … … … … … (11) 

𝑻𝒂𝒃𝒍𝒆 𝟐: Coefficients of linear spline 

i 𝒂𝒊 𝒃𝒊 

1 -852336991.4 438435.6 

2 -1196159942 612171.3 

3 -1418156210 723783.3 

4 -1955019044 992349 

 

Table 3: Approximates of population totals 

𝑃𝑖(𝑥) 2009 2019 

1 28480129 32864485 

2 33693200 39813913 

3 35924440 43162273 

4 38,610,097 48,533,587 

 

3.2.4 Quadratic Piecewise Polynomial 

𝑃1(𝑥) = 𝑎1𝑥2 + 𝑏1𝑥 + 𝑐1                1969 ≤ 𝑥 ≤ 1979 

𝑃2(𝑥) = 𝑎2𝑥2 + 𝑏2𝑥 + 𝑐2                1979 ≤ 𝑥 ≤ 1989 

𝑃3(𝑥) = 𝑎3𝑥2 + 𝑏3𝑥 + 𝑐3                   1989 ≤ 𝑥 ≤ 1999 

𝑃4(𝑥) = 𝑎4𝑥2 + 𝑏4𝑥 + 𝑐4                  1999 ≤ 𝑥 ≤ 2009 
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3.3.1 Polynomials from samples 

𝑎1(1969)2 + 𝑏1(1969) + 𝑐1 = 10,942,705 … … … … … … … … … … . (12) 

𝑎1(1979)2 + 𝑏1(1979) + 𝑐1 = 15,327,061 … … … … … … … … … … . (13) 

𝑎2(1979)2 + 𝑏2(1979) + 𝑐2 = 15,327,061 … … … … … … … … … … . (14) 

𝑎2(1989)2 + 𝑏2(1989) + 𝑐2 = 21,448,774 … … … … … … … … … … … (15) 

𝑎3(1989)2 + 𝑏3(1989) + 𝑐2 = 21,448,774 … … … … … … … … … … . (16) 

𝑎3(1999)2 + 𝑏3(1999) + 𝑐3 = 28,686,607 … … … … … … … … … … . . (17) 

𝑎4(1999)2 + 𝑏4(1999) + 𝑐4 = 28,686607 … … … … … … … … … … … (18) 

𝑎4(2009)2 + 𝑏4(2009) + 𝑐4 = 38,610,097 … … … … … … … … … … … (19) 

3.2.5 Derivatives at the knots 

𝑑

𝑑𝑥
(𝑎1𝑥2 + 𝑏1𝑥 + 𝑐1) =

𝑑

𝑑𝑥
(𝑎2𝑥2 + 𝑏2𝑥 + 𝑐2)      𝑎𝑡  𝑥 = 1979 

3958𝑎1 + 𝑏1 − 3958𝑎2 − 𝑏2 = 0 … … … … … … … … … … … … … … … (20) 

𝑑

𝑑𝑥
(𝑎2𝑥2 + 𝑏2𝑥 + 𝑐2) =

𝑑

𝑑𝑥
(𝑎3𝑥2 + 𝑏3𝑥 + 𝑐3)    𝑎𝑡  𝑥 = 1989 

3978𝑎2 + 𝑏2 − 3978𝑎3 − 𝑏3 = 0 … … … … … … … … … … … … … … … (21) 

𝑑

𝑑𝑥
(𝑎3𝑥2 + 𝑏3𝑥 + 𝑐3) =

𝑑

𝑑𝑥
(𝑎4𝑥2 + 𝑏4𝑥 + 𝑐4)       𝑎𝑡  𝑥 = 1999 

3998𝑎3 + 𝑏3 − 3998𝑎4 − 𝑏4 = 0 … … … … … … … … … … … … … … … (22) 
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Let  𝑎1 = 0 … … … … … … … … … … … … … . (23) 

Table 4: coefficients of the quadratic spline 

i 𝒂𝒊 𝒃𝒊 𝒄𝒊 

1 0 438435.6 -847952635.4 

2 17373.57  -68326154.46 67190265197 

3 -6212.37 25498714.86 -26118607666 

4 33068.94 -131547963.1 130849610097 

 

Table 5: Approximates of population totals 

𝑷𝒊(𝒙) 2009 2019 

1 32,864,485 37,248,841 

2 44,156,666 60,702,521 

3 34,681,966 39,434,851 

4 38,710,097 55,210,097 

3.3 Newton backward difference polynomial 

Table 6 

x y=f(x) 𝛁𝒚 𝛁𝟐𝒚 𝛁𝟑𝒚 𝛁𝟒𝒚 

1969 10,942,705     

1979 15,327,061 4,384,356    

1989 21,448,774 6,121,713 1,737,357   

1999 28,686,607 7,237,833 1,116,120 -621,237  

2009 38,610,097 9,923,490 2,685,657 1,569,537 2,190,774 

 

𝑆𝑢𝑝𝑝𝑜𝑠𝑒 𝑤𝑒 𝑤𝑎𝑛𝑡 𝑡𝑜 𝑎𝑝𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑡𝑒 𝑡ℎ𝑒 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑖𝑛 2009. 

Here 𝑠 =
𝑥−𝑥𝑚

ℎ
𝑤ℎ𝑒𝑟𝑒𝑥 = 2009,   𝑥𝑚 = 1999  (𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑣𝑎𝑙𝑢𝑒)𝑎𝑛𝑑ℎ = 10 

Therefore 𝑠 = 1 

3.3.1 First order Newton backward approximate for 2009 will be: 

𝑦2009 = 28,686,607 + (1)(7,237,833) 

𝑦2009 = 35,924,440 

3.3.2 Second order Newton backward for 2009 will be: 

𝑦2009 = 28,686,607 + (1)(7,237,833) +
(1)(1 + 1)

2!
(1116120) 
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𝑦2009 = 37,040,560 

𝑆𝑢𝑝𝑝𝑜𝑠𝑒 𝑤𝑒 𝑤𝑎𝑛𝑡 𝑡𝑜 𝑎𝑝𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑡𝑒 𝑡ℎ𝑒 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑖𝑛 2019 

𝑥 = 2019, 𝑥𝑚 = 2009 (𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑣𝑎𝑙𝑢𝑒)  𝑎𝑛𝑑 ℎ = 10 

3.3.3 First order Newton backward difference for 2019 will be: 

𝑦2019 = 38,610,097 + 9923490 

𝑦2019 = 48,533,587 

3.3.4 Second order Newton backward difference for 2019 will be: 

𝑦2019 = 38,610,097 + 9,923,490 + 2,685,657 

𝑦2019 = 51,219,244and order four has approximated to be 54,979,555 people in 2019 census. 

𝟑.3.5 DISCUSSIONS: 

The empirical study has shown that the linear piecewise polynomial in Table 3 gave little or no 

variations as we approach the target value. Which means a faster convergence can be obtained if our 

interpolating polynomial is linear and closest to the target value. The result shown on the table at 

𝑃4(2009) has confirmed the Karl Weierstrass theorem of uniform convergence. One can rely on this 

single polynomial to talk about the future (extrapolate), which approximated the population total in 

2019 to be 48,533,587. 

On the other hand, the same real data study with a quadratic polynomial in Table 5 showed a slight 

variation with regard to approximating the population total in 2009 making an overestimation error 

of 100,000 and projected the population in 2019 to be 55,210,097. 

In comparison with the Newton backward difference polynomial, the linear polynomial in 3.3.1 for 

2009 is approximated to be 35,924,440 making an underestimation error of 2,685,657. Furthermore, 

the second order Newton backward difference for 2009 approximated the population as 37,040,560 

making an underestimation error of 1,569,537. 

Lastly, the first order Newton backward difference approximated the population in 2019 as 

48,533,587 while the second order Newton backward difference approximated it to be 51,219,244 as 

shown in 3.3.3 and 3.3.4 respectively. 

 

 

http://www.ijesm.co.in/


 ISSN: 2320-0294 Impact Factor: 6.238  

24 International Journal of Engineering, Science and Mathematics 

http://www.ijesm.co.in, Email: ijesmj@gmail.com 

 

4.0. CONCLUSION: 

 

In this work, the piecewise polynomial is more efficient in terms of prediction than the Newton 

backward polynomial. The piecewise polynomials are very effective with the presence of outliers in 

trying to get smooth curves at the knots which many polynomials lack. They can perform well as the 

degree of the polynomial increases with little variations. The linear piecewise polynomials, when 

combined to give a single polynomial do not satisfy the condition of differentiability at the knots 

which is a requirement for uniform convergence to take place. That is why, we rely on piecewise 

polynomials of degree greater than one for prediction purpose.  
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